Exercise Solutions for Introduction to 3D
Game Programming with DirectX 10

Frank Luna, December 13, 2009

Solutions to Part1

Chapter 2

1. Solve the following matrix equation for X: 3 ([_12 g] - ZX) =2 [_12 g]

Solution:

(7 5l-2) =2 ]

-6 0 —4 0
[3 9]_6X::24 g 6 0
_6Xz:% 6(1_[3 9
—6X=__1 _3
1y
3
X=11 1‘
L6 2
2. Compute the following matrix products:
2 1 2 0 217[1
3 2 0
a) 0 6| b c) [O -1 —3”2]
[ 1 _1][2 —3‘ [ [1 1] 0 0o 111
Solution:
[ [( 2)(2)+0(0) +3(2) (=2)(=1) +0(6) +3(-3)
4(2) +1(0) + (-D(2) 4D+ 1(6) + (-1D(-3)

2—7



[1 2 [—2 0]_ 1(=2)+2(1) 1(0)+2(D) _[0 2
3 4ll1 1 _[3(—2)+4(1) 3(0)+4(1)]_ -2 4

0 —1 =3[[2|=[0(D)+(D2)+(=3)AD)|=]|-5

[2 0 2”1] 2(1) +0(2) +2(1) [4]
0 o 11/l 0(1) + 0(2) + 1(1) 1

3. Compute the transpose of the following matrices:

1 2
X 3 4
a)[1, 2, 3] b) [Z a}/] Ol P
7 8
Solution:
1
[1, 2, 3]"=|2
3]
x _'yT_ X Z
[z W] [y w
1 271
3 4 =[1 3 5 7]
5 6 2 4 6 8
7 8
2 0 1 1/2 0 -1/2
4.Let=|0 -1 -=-3|.IsB=]0 -1 —3 | the inverse of A?
0 O 1 0 0 1
Solution:
2 0 1111/2 0 -1/21 [1 0 0]
AB=]0 -1 -3/ 0 -1 =3 1|=]0 1 0|=1I
0 O 1 0 0 1 1 0o 0 1.
[1/2 0 —-1/2][2 O 17 1 0 0
BA=|0 -1 -31(/]0 -1 =3|=|0 1 0|=1
L 0 0 1 0 O 11 10 0 1l

Therefore, B is the inverse of A.

M 2 _[-2 1 )
5.LetA = [3 4]. IsB = [3/2 1/2] the inverse of A?



Solution:
o212 17 11 2
AB = [3 4] [3/2 1/2] - [o 5
Since AB # I we can conclude that B is not the inverse of A.

6. Write the following linear combinations as vector-matrix products:

a)v=2(12,3) — 4(=5,0,—1) + 3(2,-2,3)
b) v =3(2,—4) + 2(1,4) — 1(~2,-3) + 5(1,1)

Solution:

Apply Equation 2.3:

1 2 3
2 -2 3
2 -4
_ _ 1 4
v=[3,2—-1,5] o _3
1 1
7. Show that
A11 Az A3l[Bi1 Biz Bis —A.B—
AB = |4y Ay, Ay||B21 By Bys|=|—Az.B—
A3y Az AzzllB3; Bs; Bss — A;.B—
Solution:

Let i be an arbitrary row in AB. By definition of matrix multiplication, we know that the ith
row is given by

(AB)i,* = [Ai,* : B*,l Ai,* : B*,Z Ai,* : B*,3]

However, by definition of matrix multiplication, this is equal to the vector-matrix
product A; ,B. Thatis,

(AB)i’* = [Ai,* : B*,l Ai,* : B*,Z Ai,* * B*,3] = Ai'*B

Since i was an arbitrary row, we just substitute i = 1,2,3 to complete the proof:



(AB)L* — Al,*B e
AB = [(AB),,|=|—A,.B—
(AB);.] |— As.B—

8. Show that
A1 A Ap]x
Au = |Ay Ay Ay lJ’l =xA,1 T+ YA, +2A,3
Az1 Az Aszllz
Solution:

You can take a brute force approach and follow the same pattern used to derive Equation
2.2. However, we will show another strategy so that we can demonstrate some additional
transpose properties, which will also be useful for Exercise 9. We need to prove the
following three properties about the transpose:

1. (AT =A
2. (AB)T = BTAT
3. (A+B) =AT +BT

Property 1. The first property is trivial. Consider an arbitrary element 4;;. Then
(AT)U = A]L Finally, ((AT)T)U = (AT)]L = Al] for all l] So (AT)T =A.

Property 2. For Assume A is an m X n matrix and B is an n X p matrix. We show that the
elements of the left-hand-side equal the elements of the right-hand-side, and therefore, the
matrices are equal. Consider the ijth element in AB; it has the form:

(AB)U = Ai,* . B*']

By definition of the transpose, we have:

((AB)T)ji =A. B*,j

Thus,
((AB)T)U' = Aj,* * B*,i

Now, consider the ijth elements in A and B, which are Al-j and B;;, respectively. We have,

ij
(BTAT);; = (B");.- (AT).; =B,;-A;. =A. -B,;

Consequently, we have that (AB)iTj = (B"A"),; for all ij. Therefore, (AB)" = B"A”.



Property 3. We show that the elements of the left-hand-side equal the elements of the
right-hand-side, and therefore, the matrices are equal. Consider the ijth element in A + B;
it has the form:

ij ij

By definition of the transpose, we have:

((A+B)"); = Ay + By
Thus,

((A+B)"); = A; +By;

Now, consider the ijth elements in A and B, which are A;; and B;;, respectively. We have,

ij
(A" +BT); = (A"); + (B"); = A;; +B;

Consequently, we have that ((A + B)");; = (A" 4+ B");; for all ij. Therefore, (A + B)" =
A" + B

With those three properties, we can recast the problem into something we already know
about vector-matrix multiplication. We have:

Au = ((Aw)")’
— (uTAT)T
= ([x,y,z]A")"
= (x(AT)y, + y(AT),, + z(AT)3,)"

= x((AN)) +¥((AN,.) +2((AN5.)"

But row i of AT is just column i of A. So,

= x(@AMy,)" +y(@A7),,)" +2(@AN;,)"
= XA*,l + )’A*,Z + ZA*,3

9. Show that (A™1)" = (AT)~!, assuming A is invertible.
Solution:

ATAT = (ATA) =17 =1
(A—l)TAT — (AA—l)T — IT =1

Therefore, (A~1)T is the inverse of AT.



Aqq A12] Bi1 B12] Ci1 Cypp
10.LetA=[ ,B = ,and C =
A1 Ay By1 By G Cp

This shows that matrix multiplication is associative for 2 X 2 matrices. (In fact, matrix
multiplication is associative for general sized matrices, whenever the multiplication is

defined.)

]. Show that A(BC) = (AB)C.

Solution:

For 2 X 2 matrices, we will just do the computations:

BC = B11Ci1 + B12C21 B11Ciz + 312622]
B1Ci1 + ByyCy1 B1Cip + By Gy

AB = [A11311 + A12B21 A11Biz + A12322]
Az1B11 + ABy1 Az1Bip + Ay By

A(BC) =

_ [A11B11Ci1 + A11B1Co1 + A1 B21 Gy + A1 B2y (o1 A11B11Cip + A1 B12Cop + A1 Byy Cip + A1 By Oy
Ap1B11Ci1 + Ap1B12Co1 + AppBy1 Ciq + AppBypCoy Ap1Bi1Cip + Ap1B12Cop + App Bp1 Cip + A By Gy

(AB)C =
(A21B11 + A By1)Ciq + (A31B1p + A32B23)Ch1 (A1 Biy + Az Bq)Cip + (Ag1Big + Az By)Cy

_ [A11B11Ci1 + A12B21Cry + A11 B1pCoy + A1 B3 (o1 A11B11Cip + A1z Byi Cip + A11B1pCop + A1 By Cpp
Ap1B11Ci1 + ApaBy1 Gy + Ap1B12Coq + AppBypCoy Ap1Bi1Cip + AppBy1 Cip + Ap1 B1aCop + A By Gy

Comparing the terms element-by-element, we see A(BC) = (AB)C.

A11(B11C1y + B12Co1) + A12(By1 Ci1 + By Co1)  Ay1(B11Cig + Bi3Cop) + A12(By1 Ciz + By Cyp)
Az1(B11C1q + B12C31) + Ayp(By1 Ciy + By Cyq)  Ap1(B11Cip + BiaCop) + Az (By1 Cip + Byy Cop)

|

(A11B1y + A12B21)Ciy + (A11Biz + A13B53)Co1 (A11Byy + A13B21)Cig + (A11 By + A12B23)Co

2

|

]



